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a b s t r a c t

An estimated 3.25 billion voice assistants (VAs) are in homes around the world, but these devices
are not always able to recognize and respond to children’s speech. To inform the design of VAs that
support kids, we report on a lab study where 28 5- to 10-year-old participants interacted with a
commercial VA to: (1) attempt to execute common VA-supported requests (such as setting an alarm),
(2) recite a set of such scripts verbatim, and (3) engage in unstructured conversation. We find that
devices only respond appropriately to the content of children’s speech half of the time. Frequency of
appropriate responses increased with children’s age and as their discourse became more standardized.
Based on themes in participants’ speech, we identify design opportunities in child-VA interaction, such
as exploring a topic or responding to a conversational bid. In addition to our empirical findings, we
contribute a structured corpus of children’s speech.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

Voice assistants (VAs) have become a pervasive presence in
hildren’s lives in the developed world (Statista, 2019), with total
umber of VAs expected to be roughly equal to the global popu-
ation of eight billion by 2023 (Statista, 2022). These devices have
xpanded the information-seeking capabilities of young chil-
ren (Lovato & Piper, 2015; Lovato, Piper, & Wartella, 2019), who
ften struggle to use traditional point-and-click interfaces and
eyboards (Gossen, Kotzyba, Stober, & Nürnberger, 2013). Since
As have been introduced into children’s lives, researchers have
egun to examine children’s experiences with these interfaces.
rior work has investigated, for example, the types of questions
hildren pose to VAs (Lovato & Piper, 2015; Lovato et al., 2019),
he repair strategies children use when these interfaces fail to
nderstand them (Beneteau et al., 2019; Cheng, Yen, Chen, Chen,
Hiniker, 2018; Yarosh et al., 2018), children’s perceptions of
A intelligence and personality (Druga, Williams, Breazeal, &
esnick, 2017; Druga, Williams, Park, & Breazeal, 2018; Lovato
t al., 2019), the influence of socioeconomic and cultural factors
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on child-VA interactions (Druga, Vu, Likhith, & Qiu, 2019), and
the role parents play in shaping children’s interactions with
VAs Beneteau et al. (2020) and Porcheron, Fischer, Reeves, and
Sharples (2018).

These prior studies have shown that children have varying de-
grees of success when interacting with VAs. The devices routinely
provide incorrect answers to children’s questions (Lovato et al.,
2019) and rarely provide support that can guide child users to
a more productive exchange (Beneteau et al., 2019). Thus, we
sought to examine how these technologies might better support
and respond to children’s VA-directed speech. We build on the
growing body of literature in this space by investigating, first,
how children of different ages formulate their questions and com-
mands (which we collectively refer to as ‘‘utterances’’ throughout
the paper) when talking with VAs and, second, the appropriate-
ness of a current commercial VA’s responses. Specifically, we pose
the following research questions:

• RQ1: How do children formulate questions and commands
when attempting common VA-supported tasks?

• RQ2: When given the freedom to engage with a VA in any
way they choose, what do children choose to say and how
do they formulate this speech?

• RQ3: How effective are VAs in responding appropriately to
children’s utterances?

https://doi.org/10.1016/j.ijcci.2022.100540
http://www.elsevier.com/locate/ijcci
http://www.elsevier.com/locate/ijcci
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijcci.2022.100540&domain=pdf
mailto:alexisr@uw.edu
https://doi.org/10.1016/j.ijcci.2022.100540
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• RQ4: How do these patterns change with age?

To answer these questions, we recruited 28 children between
he ages of five and ten years old to participate in a three-
art observational lab study. We asked children to: (1) formulate
uestions and commands to achieve specific tasks, such as set-
ing an alarm, spelling a word, and asking a question about
heir favorite cartoon character, (2) repeat or read a scripted
et of questions and commands to test the recognition accuracy
f children’s speech with a commercially available VA (i.e., an
mazon Alexa dot), and (3) engage in live, unstructured con-
ersation with a commercial VA (the Amazon Echo). Consistent
ith prior work, we found that average transcription accuracy
i.e., recognition accuracy, or the percentage of utterances cor-
ectly transcribed) for unstructured, child-led conversation was
4%, but children’s utterances elicited meaningful, on-topic re-
ponses from devices only half of the time. When children at-
empted tasks pre-specified by the research team, such as setting
n alarm, they were more likely to receive a correct response
f they formulated their utterance using a common structure,
nd children’s likelihood of producing these common structures
ncreased with age. When children had the freedom to engage
n any interaction they chose, they were most likely to engage
n relationship-building speech, which was poorly or not at all
upported by the VA. Based on these findings, we identify op-
ortunities for designers to improve child-VA interactions, such
s adding support for exploring a topic together or responding
o a child’s conversational bid (e.g., ‘‘I like to slide’’). To support
the implementation of future conversational interfaces for young
children, we contribute a corpus of over 10 h of raw audio
recordings and 1338 utterances characterizing children’s speech
and formulation patterns when interacting with VAs.

2. Related work

2.1. Child speech and language development

As children grow, they typically follow well-understood pat-
terns of speech and language development. Specifically, by age
five, they produce most sounds clearly, although they may con-
tinue to have occasional difficulty with particularly challenging
phonemes (Dodd, Holm, Hua, & Crosbie, 2003; Stoel-Gammon &
Cooper, 1984). Thus, there is reason to expect speech recognition
systems to interpret children’s speech correctly by this age. The
rate at which this development occurs, however, varies between
individuals and is influenced by the child’s production practice
and the amount of exposure a child has to language (Clark,
2009; Stoel-Gammon & Cooper, 1984; Vihman, DePaolis, & Keren-
Portnoy, 2009). In addition to learning to produce sounds, chil-
dren also spend their first years developing two key aspects of
linguistic knowledge that are critical to conversational interac-
tion: by age five, typically developing children have both, (1) a
robust understanding of syntactic structure (i.e., how words and
phrases are combined to form meaning), and (2) an expansive
vocabulary. As a result, by this age, children have learned to
assign abstract syntactic roles to words and phrases, and they
understand the rules that govern combining these speech compo-
nents (Brooks & Tomasello, 1999; Tomasello, 2000). This allows
children to form simple sentences to describe events and actions.

Despite this emerging proficiency, young children’s speech
continues to lack much of the sophistication of adult speech.
Children’s lexical knowledge, for example, only expands grad-
ually (Clark, 2009; Dąbrowska & Lieven, 2005; Rowland, 2007;
Tomasello, 2000), and they use syntactically simpler and shorter
constructions than do adults (Berman, 2007;
Nippold, 1998, 2004). As children grow into adolescence, they
have increased opportunities to socialize with peers and are
2

exposed to a wider variety of communication contexts, allowing
them to further refine their conversational skills (Nippold, 1998).
Thus, children acquire a wide variety of linguistic abilities in
their preschool years but continue to expand this base into
adulthood. Given these emergent abilities, we examine the extent
to which children’s utterances at this stage of development allow
for effective interactions with current VAs.

2.2. Speech recognition and children

Over the last several decades, a number of studies (e.g., Gerosa,
Giuliani, and Brugnara (2007), Kennedy et al. (2017), Li and Rus-
sell (2002), Liao et al. (2015) and Potamianos, Narayanan, and
Lee (1997)) have explored the technical feasibility of automatic
speech recognition (ASR) and advanced the state-of-the-art in this
space. A small subset of work on automatic speech recognition
(ASR) has examined recognition accuracy with children, focusing
on the speech of children age five and above (Gerosa et al.,
2007; Li & Russell, 2002; Potamianos et al., 1997). The accuracy
of ASR for children has lagged behind that of adults, mainly
due to the acoustic variability in children’s speech and a lack
of training data from children. Historically, recognition accuracy
rates have ranged from 60%–65% for younger children (ages six to
eight) (Potamianos et al., 1997) and for children observed to have
‘‘poor pronunciation’’ as judged by adults (Li & Russell, 2002). A
more recent study of off-the-shelf ASR engines such as Google’s
Speech API (Kennedy et al., 2017) suggests that these technolo-
gies successfully recognize children’s spontaneous speech only
18% of the time. By age 13, however, ASR accuracy is found to
be comparable to that of adults (Gerosa, Giuliani, Narayanan,
& Potamianos, 2009; Potamianos et al., 1997). Applying speech
normalization techniques has also been shown to improve ASR
accuracy for children to above 70% (Gerosa et al., 2007; Li &
Russell, 2002).

Most of these performance tests have been conducted in con-
trolled settings where children are asked to repeat a fixed set of
words (which enables systematic recognition testing) rather than
in a natural setting. In addition, very little work has examined
the recognition accuracy of children’s speech by commercial VAs.
One study found that adults and children exhibit different some-
what usage patterns when engaging with commercially available
systems (with, for example, adults being more likely to use VAs
for assistance and information-seeking, and children more likely
to use them for music, jokes, and other entertainment Beneteau
et al., 2020), and this may affect the types of statements each
of these user groups make. A 2019 in-home study examined
five-to six-year-old children’s naturalistic interactions with one
commercial VA (a Google Home mini) (Lovato et al., 2019). The
device correctly matched the researchers’ transcription for 89% of
utterances. This result suggests the potential for these devices to
perform well for children in ecologically valid contexts. We con-
tribute to this body of work by examining transcription accuracy
across a range of controlled and free-form tasks and by analyzing
the extent to which errors in VA responses reflect inaccuracies in
transcription versus failures to correctly interpret the conceptual
and contextual dimensions of children’s speech.

2.3. Children’s interactions with VAs

Most relevant to our current study, a growing body of work in
human–computer interaction has examined children’s communi-
cation practices with VAs in both lab and home settings (Beirl,
Yuill, & Rogers, 2019; Geeng & Roesner, 2019; Lovato & Piper,
2015; Lovato et al., 2019; Porcheron et al., 2018). This line of work
has found that children frequently use VAs collaboratively with
their parents and other family members for information retrieval.
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In doing so, both children and adults use classical conversation
techniques when addressing the VA, such as prosody changes and
strategic silences (Porcheron et al., 2018). Children also engage
the device in a wide range of topics, from science and technology
to informal jokes (Lovato et al., 2019), and they ask questions
mostly to understand the agent embodied by the VA (Lovato &
Piper, 2015). Consistent with this finding, others have found that
children prefer personified versions of these assistants (Yarosh
et al., 2018) and often anthropomorphize them (Druga et al.,
2017, 2018; Lovato et al., 2019). Although children attempt to
interact with VAs with the expectations and desires they bring
to human-to-human conversation, today’s VAs are ineffective
in participating in conversational exchange that supports these
goals (Lovato et al., 2019; Porcheron et al., 2018).

Many studies thus focus on describing the frequent com-
unication breakdowns that occur between children and these

nterfaces (Beirl et al., 2019; Beneteau et al., 2019; Cheng et al.,
018; Yarosh et al., 2018). When communication breakdowns
appen, children struggle to repair the conversation success-
ully (Beneteau et al., 2019; Cheng et al., 2018; Yarosh et al., 2018)
nd use repetition as their primary recovery strategy (Yarosh
t al., 2018). Prior work recommends that VAs shoulder more
f this repair burden; through clarifying questions and other
orms of discourse scaffolding, VAs could work collaboratively
ith children to correct the VA’s misunderstandings (Beirl et al.,
019; Beneteau et al., 2019; Cheng et al., 2018).
We build on and extend prior work in several ways. In the

resent study, we place a greater focus on analyzing children’s
tterances to VAs: we describe the form of children’s utter-
nces, identify the common goals behind children’s statements
nd questions, and characterize VAs’ ability to respond to these
ormulations.

.4. Child speech and interaction datasets

In the field of HCI, a well-structured dataset can be a valuable
ontribution to the research community (Wobbrock & Kientz,
016). However, datasets collected from child users are relatively
are. This is perhaps unsurprising as attentional demands, mo-
ivational differences, and challenges in understanding and fol-
owing instructions can make participating in data collection bur-
ensome for children (Morrow & Richards, 1996; Punch, 2002).
s a result, there are very few publicly available datasets of
hildren’s speech that can be used to evaluate VAs and other
oice interfaces. The CSLU Kids’ Speech corpus (Shobaki, Hosom,
Cole, 2007) is composed of utterances from 1100 children ages

ive through 15 and includes both prompted and spontaneous
peech. However, these utterances are not specifically tailored to
nteraction with voice assistants and are now more than ten years
ld. The most recent and VA-relevant dataset is the My Science
utor (MyST) Children’s Speech Corpus. It consists of 393 h of
hildren’s speech collected from 1371 third-, fourth-, and fifth-
rade students. The participants engaged in spoken dialogue with
virtual science tutor in eight areas of science. A total of 10,496
tudent sessions of 15 to 20 min produced a total of 228,874
tterances (Ward et al., 2011). Although this valuable dataset
rovides a rich set of utterances for research in this context,
he content is narrowly scoped and is not reflective of the more
pen-ended child-VA interactions prevalent in families’ homes.
In dataset collection studies designed to enable recognition

nd classification experiments, unlike other types of usability,
articipatory design, or even elicitation studies conducted with
hildren (Woodward et al., 2018), a key principle is the need to
ollect consistent and balanced examples of interaction behaviors
rom multiple children. To this end, Anthony and colleagues have
eveloped a method for collecting such systematic datasets from
 d

3

children (Anthony, Brown, Nias, Tate, & Mohan, 2012). Some
of the key components of this method include using prizes at
discrete intervals to gamify tasks and balancing the number of
elicited examples per child (Anthony et al., 2012; Brewer et al.,
2013; Woodward et al., 2016). In this study, we used a modified
version of these procedures to collect our data, enabling us to
publicly release a Kids’ Voice Assistant Corpus1 for future re-
searchers, in addition to the empirical findings presented in this
paper.

3. Method

We conducted a three-part lab study to investigate, first, the
structure and content of five-to ten-year-old children’s
VA-directed speech, and second, the appropriateness of VAs’
responses to this speech. We recorded children attempting com-
mon VA tasks, reciting scripted speech verbatim (i.e., to system-
atically test VA recognition accuracy), and engaging in free-form
conversation with a specific VA (the Amazon Echo).

3.1. Participants

Twenty-eight children (15 girls) participated in our study. All
children were recruited from a local elementary school. Children’s
ages ranged from five to ten years old (M: 7.43 yrs, SD: 1.37 yrs).
At the beginning of the study session, we asked participants to
tell us their favorite voice input device if they had one. Of the 28
participants, 13 chose Siri (46.4%), five chose Alexa (17.9%), four
chose Google (14.3%), one chose Cortana (3.6%), and five others
did not specify anything or did not know what these devices
were (17.9%). At the time of data collection, children were most
familiar with the Siri VA, which had been released in 2011 and
was used more widely at that time than the other devices. This
was consistent with Lovato and Piper (2015), which reported in
2015 that Siri was used by children more often than other VAs.

Most participants had at least some previous experience with
VAs, and a sizeable majority had used a phone with a VA owned
by either a family member or the child herself (85.7%). All partici-
pants had heard of phones having VAs. Participants were asked to
rank themselves as an ‘‘expert’’, ‘‘average’’, or ‘‘beginner’’ at using
their favorite VA. Consistent with previous work using similar
demographic questions (Anthony et al., 2012; Soni et al., 2019;
Woodward et al., 2016), children tended to rank themselves
highly: ten said they were experts (35.7%), 12 said they were
average users (42.9%), and only six said they were beginners
(21.4%).

3.2. Selecting common VA requests

To choose speech tasks children would likely use with VAs,
we drew on task examples identified by Lovato et al.’s survey
of YouTube videos of children using Siri (Lovato & Piper, 2015).
Because other commercial VAs had been developed since Lo-
vato’s study, we also conducted our own search for YouTube
videos of children using these newer VAs, adopting the search
strategy used by Lovato and Piper (2015). We conducted 16
total YouTube searches, consisting of combinations of the words
‘‘children’’, ‘‘child’’, ‘‘kid’’, and ‘‘kids’’ with the four most common
VA names (Lovato & Piper, 2015): ‘‘Siri’’, ‘‘Cortana’’, ‘‘Alexa’’, and
‘‘Google Home’’. We saved a link to each relevant video, and when
we began to see irrelevant results on a page, we moved on to the
next search phrase.

1 The supplementary corpus can be requested at https://init.cise.ufl.edu/
ownloads/.

https://init.cise.ufl.edu/downloads/
https://init.cise.ufl.edu/downloads/
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For each video, we documented the search phrase, the video
RL, the title of the video, the number of children in the video,
stimated age(s), source of the age estimate (e.g., whether it
ppeared in the video or video metadata or was an experimenter
uess), and other notes if applicable. We also recorded the num-
er of results pages returned for each keyword search. Because
ur goal was to focus on children ages five to ten, we excluded
ll videos in which the children either appeared or were known
o be outside of this age range.

After finalizing this collection of videos, we transcribed the
hild-VA interactions in each one, including both the speech
roduced by the child and the response from the VA. We com-
ined the resulting data set with YouTube data from Lovato and
iper (2015) of children’s dialogue with Apple’s Siri. We also
ncorporated a corpus of speech from children interacting with
dditional VAs (including Microsoft Cortana, Amazon Echo, Apple
iri, and Google Android Assistant) collected by Woodward et al.
2018). From these combined data sources, we created an affinity
iagram (Lucero, 2015) to cluster the activities children were
ngaged in when speaking to the VA. Categories included, for
xample, math questions, asking for entertainment, and learning
bout the VA, among others. Finally, we used these clusters to
reate the speech tasks for our study (described in Section 3.3).

.3. Procedures

All children participated in a warm-up task followed by three
ata collection tasks. The three core tasks ranged in degree
f openness, including unscripted, scripted, and spontaneous
peech. We ordered the tasks purposefully to elicit unconstrained
peech from children in the warm-up task first and avoid po-
entially priming the children with the structured tasks that
ollowed. The order of our tasks controlled for testing effects of
ncreased interaction with the device: real-time feedback from
he VA was only provided in the final unstructured Conversation
ask to ensure that previous tasks reflected children’s natural
nclinations for interaction. All four tasks were audio-recorded
nd later transcribed by the research team for analysis.
Warm-up: Open-Ended Speech. Based on prior work, we first

rompted children to ‘‘ask questions’’ either (a) of their favorite
A (specified in the demographic survey administered before
eginning the speech tasks), or, (b) if they did not have prior
xperience with a VA, for a ‘‘magic phone’’ that can answer any
uestion. No live VA was present during this task. The term
‘magic phone’’ was selected to be child-friendly and aligned with
he hypothetical context of the question, but other terms, like ‘‘a
alking computer ’’ or ‘‘a phone that listens’’ could also have been
sed and might have evoked different responses. If the participant
id not use direct speech but instead spoke indirectly about the
uestions they would ask, the experimenter would prompt more
pecifically: ‘‘How exactly would you say that to the [name of voice
gent | magic phone]?’’ To avoid biasing the types of questions
hildren asked, we did not provide examples. We intended this
ask to last about five minutes. If children indicated they could not
hink of any more questions before time was up, we encouraged
hem to try to ‘‘think of a few more’’ based on their experience. If
hey still could not think of more questions, we allowed them to
ove on.

rocedure 1: Requests. During this task, we asked children to
imagine making a specific request of their favorite VA or a ‘‘magic
phone’’ and asked them to phrase this request in their own words.
The researcher asked each child to form ten different requests,
chosen based on the common VA requests we had previously
identified (described in Section 3.2). Five of the ten requests we
asked children to formulate were narrow, with well-defined end-
state goals. These included asking a VA for help with each of the
specific subtasks.
Narrow Requests:
4

1 Waking up at 10 in the morning
2 Spelling the longest word the child knows
3 Playing the child’s favorite song
4 Sending a text message to someone
5 Finding the location of the child’s favorite store

The additional five requests were broader and required chil-
dren to form questions on topics of their choosing. These five
subtasks included formulating any question of their choice for a
VA about each of the topics below.
Broad Requests:

1 Their favorite animal
2 A math problem they were working on at school
3 Their favorite cartoon character
4 The device itself
5 Anything fun

The order of the ten requests was block randomized across chil-
dren (with scenarios grouped into four different groups) to avoid
possible effects of children’s vocal fatigue on recognition of the
utterances during later analysis. No live VA was present during
this task.

Procedure 2: Scripted Speech. In this task, we asked children to
recite 20 specific, predefined scripts, again chosen based on the
common VA interactions we had previously identified (described
in Section 3.2). Examples of the 20 scripts used in this task
include, ‘‘Call nana’’, ‘‘Can you give me a hug?’’ and ‘‘Turn on
living room lights’’. The order of the 20 utterances was also block
randomized across children, again to account for fatigue effects.
The purpose of this task was to provide a corpus of utterances
that varied only by participant, not by structure or content, to
systematically test recognition accuracy of current VAs. No live
VA was present during this task.

Procedure 3: Conversation. Finally, children interacted with a
live Amazon Alexa agent running on an Echo device. We selected
the Echo as a representative example of a current (at the time
of this study) VA, and one in which there is no accompanying
screen-based interaction, which would likely require (and allow)
different interaction design decisions. Children were instructed to
wake Alexa up by saying the wake word (‘‘Alexa’’) and to wait for
the blue circle to light up before asking each question. In this task,
we were particularly interested to see if and how children might
construct (or reconstruct) their speech when given real feedback
and error messages from the VA.

3.4. Technical setup

Children’s utterances were recorded using a high-quality Blue
Yeti USB microphone, including a stand and a pop filter, which
was connected to Audacity, a free and open-source digital audio
recording and editing computer software application. For the
conversational task, we used a wireless Amazon Echo two-way
smart speaker device.

3.5. Study sessions

Study sessions were held during an after-school program at
a local elementary school. Parents had previously consented to
their child’s participation. At the beginning of the session, each
child was given the opportunity to decide of their own volition
whether they wanted to participate. If they assented, they were
asked to rank four different incentive prizes in order of pref-
erence, based on prior work establishing that periodic breaks
and prizes help to bolster children’s completion rates for lengthy

empirical studies (Brewer et al., 2013). The prizes we used were
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Table 1
Characteristics of the Kids’ Voice Assistant Corpus we collected in this study. Data is available for N = 28 children for all procedures.
Procedure No. audio No. audio Audio Length Audio length Audio length

files (total) files per child (total) (hh:mm:ss.0) (average) per child (per utterance) per child

Warm-up Task 28 1 02:25:34.0 00:05:11.9 n/a
Requests 278 10 02:14:16.0 00:04:47.7 4.3 s
Scripted Speech 584 20 00:50:07.0 00:01.47.4 2.3 s
Conversation 28 1 04:37:12.0 00:09:54.0 n/a
small inexpensive toys to motivate and encourage participants
to finish all four tasks. After finishing each task, the participant
earned a prize of increasing preference, such that the lowest-
ranked prize was assigned to the warm-up task and the highest-
ranked prize to the Conversation task. After prize selection, we
verbally administered a demographic questionnaire, including
questions about experience with VAs. We then began with the
warm-up task. Each task was followed by an optional break. The
entire session lasted about an hour for each child (including the
assent process and any breaks).

3.6. Data set characteristics

We collected 10 h and 7 min of audio recordings across all
rocedures, including the warm-up task. We release the warm-
p and Conversation task audio files intact to preserve context
nd conversational flow. We split the recordings for the Requests
nd Scripted Speech by utterance, resulting in a total of 278 audio
iles (10 per participant, 2 participants missing 1 each) for the
equests and 584 audio files (20 per participant, 0 missing) for
he Scripted Speech. These utterances ranged in length from 1 s
o 27.3 s (average: 4.3 s) for the Requests, and from 0.09 s to 8.1 s
average: 2.3 s) for the Scripted Speech. We provide a summary
f metadata for each task in Table 1.

.7. Data analysis

.7.1. Transcription accuracy
We define transcription accuracy as the percentage of utter-

nces correctly transcribed by the VA (i.e., Alexa). To determine
f an utterance was correctly transcribed, audio captured from
he study was played back to a 2019 version of an Amazon Echo
ot. We then used the Alexa history information provided on the
ccount section of the Amazon website to obtain Alexa’s tran-
cription of the utterance and its response. An utterance is con-
idered to be correctly transcribed if the transcription obtained
rom Alexa perfectly matches our transcription of the utterance.
or the utterances determined to be incorrectly transcribed, Word
rror Rate was calculated to quantify the severity of translation
rrors. Word Error Rate (WER), based on Levenshtein string dis-
ance (Levenshtein, 1966), represents the minimum number of
nsertions, deletions, and substitutions that have to be performed
o convert a hypothesis utterance (i.e., the transcription from
lexa) into the reference utterance (i.e., our transcription). To
alculate the WER, the total number of substituted (S), deleted
D), and inserted (I) words is divided by the total number of
ords (N) in the reference utterance as shown below.

WER =
S + D + I

N
(1)

3.7.2. Qualitative analysis
Audio recordings of children’s Requests and Conversation were

transcribed and segmented by utterance. For Requests–which
were not spoken directly to a VA during the study session–we
recorded an Echo Dot’s responses to 100% accurate transcriptions
of children’s speech, achieved by the lead researcher’s re-reading
the child’s speech aloud until each word was correctly transcribed
5

Table 2
Analyses per data source. We analyzed children’s utterances in four ways,
examining: the structure of the utterance, the apparent function or purpose of
the utterance, a current VA’s ability to transcribe the utterance, and a current
VA’s ability to respond to the utterance appropriately. Not all analyses were
appropriate for all data sources (e.g., the research team determined the function
of predefined requests and scripted speech, and thus it would not have been
appropriate to assess these utterances for their function).

Narrow Broad Scripted Conversation
requests requests Speech

Structure of utterance X
Function of utterance X
Transcription accuracy X X X X
Appropriateness of VA response X X X

by the Echo Dot. This enabled us to control for recognition errors
and to focus on the VA’s response to the structure and content of
the child’s speech. Transcriptions of the VA responses were paired
with the transcription of the corresponding speech that prompted
the response. Two researchers then followed an iterative open-
coding process to inductively code the transcribed child speech
and VA response, meeting regularly for several weeks to compare
codes and refine code categories. Final code categories included:
the purpose of the child’s speech, the correctness of the response,
and patterns in the speech, among others. Once codes were
finalized, each researcher coded the entire data set separately;
the researchers then reconvened to compare results and resolve
any inconsistencies.

4. Results

We analyzed children’s utterances for their structure (i.e., their
component parts and organization) and their function (i.e., the
apparent purpose or motivation behind the utterance). We also
analyzed a current VA’s ability to transcribe the words of the
utterance and to respond appropriately to it. Not all of our data
sources lent themselves to all of these analyses (for example, the
scripted speech was defined by the research team, and thus did
not reflect the child’s motivation). The data source(s) used for
each analysis are listed in Table 2 and results of each analysis are
described below.

4.1. Children’s speech when addressing VAs

We first examined patterns in the ways children spoke to
VAs across all three tasks. Here, we report on common formu-
lations and themes in the structure of children’s speech. We
also analyzed children’s speech during the Conversation task for
underlying goals, as this was the only task where children had
the freedom to speak on any topic.

4.1.1. Common formulations
We observed several common types of formulations of speech

that appeared in Conversation and in the Broad Requests, de-

scribed below.
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Fig. 1. Younger children used significantly more unique structures than older children.
• Refined Statements. Children’s speech was often clear and
to-the-point; 45.7% of utterances were easily interpretable
with no additional context, as judged by the researchers, and
scoped to a single specific topic. These included statements
and questions like, ‘‘How fast can a hummingbird fly?’’ and
‘‘What’s 10 minus 10?’’ Utterances were coded as ‘‘refined’’ if
they were entirely clear and complete to a human listener,
irrespective of how a VA might respond.

• Human–Machine Conflation (H–M). In 32.1% of utterances,
children ascribed human properties to the VA. These in-
cluded questions and statements like, ‘‘Do you play an in-
strument?’’ and ‘‘What color is your hair?’’ In these instances,
children’s utterances were built on the embedded assump-
tion that human characteristics extend to VAs.

• Underspecified Details. Sometimes children formed utter-
ances that left out contextual details that invited follow up
(8.7%). For example, children asked, ‘‘How old is, like, the
character from Teen Titans?’’ and ‘‘Can you please help me with
my math problem, Alexa?’’ We coded an utterance as under-
specified if it invited a specific follow-up question, such as,
‘‘Which character from Teen Titans?’’ that would prompt the
child to replace a generic expression (e.g., ‘‘the character ’’)
with a specific one.

• Topic Exploration. In some instances, children asked a ques-
tion that introduced a topic broadly rather than requesting
a narrow and specific piece of information (7.6%). In these
cases, they said things like, ‘‘Why are you a magic phone?’’, or
‘‘How would you make balloons?’’ These questions invited an
exploration rather than a targeted response. Some of these
questions appeared very difficult or impossible to answer.
Such questions included, for example, ‘‘What does a pig do
when it’s bored?’’ and ‘‘How many patterns are there in the
world?’’ However, they still provided an opportunity for
exploration and discussion.

• Conversational Bids. Conversational bids were statements
that offered the opportunity for conversation without de-
manding a response (2.3%). Unlike questions and commands,
conversational bids provided bits of information about the
child or openings for discussion, such as, ‘‘I like to play on
the playground’’, or ‘‘I want to buy a camera.’’

• Unintelligible. Only 1.7% of the utterances were so ambigu-
ous and difficult to parse that they were nearly meaningless
to the research team, such as, ‘‘Please get a animals,’’ ‘‘What
6

pictures of penguins?,’’ and ‘‘Like Matthew found three grapes
and he ate one and makes two grapes gone.’’

• Invalid Premise. Finally, in a small number of cases, children’s
speech reflected an underlying misconception about the
world (1.6%). For example, one child asked ‘‘How do snakes
jump?’’, built on the assumption that a snake can jump.
Others asked, ‘‘Where can I get a free phone?’’ and ‘‘Does
[Spongebob] really laugh like that in real life?’’

4.1.2. Structural patterns in children’s speech
We also examined children’s speech for patterns in structure.

Conversation and Broad Requests both allowed children to bring
up topics of their own choosing, leading to more varied responses
and entirely divergent constructions. However, Narrow Requests,
where children’s goals were scoped and predefined by the re-
search team–such as setting an alarm or playing a song–led to
structural patterns in children’s speech. For example, when asking
a VA for help waking up, one third of participants used the pattern
[action][object][time] saying things like, ‘‘set [action] an alarm
[object] for 10 AM [time]’’.

Older children’s utterances were more likely to conform to
a common structure and, collectively, condensed into a small
set of forms. Younger children produced a long tail of unique
structures that diverged and reflected less consistency across
participants. For example, where older children typically asked
for help waking up by making statements represented by the
structures [action][object][time] or [agent][action][object][time],
younger children’s statements were less likely to reflect these
components and component-orderings. Instead, they made state-
ments like, ‘‘Can you send my mom to say I am out of school, and
can you come pick me up? Send’’, and ‘‘What are some ways to
help me get up?’’ A structure was only considered ‘‘unique’’ if the
speaker was the only participant to use it. This divergence was
significant, and across the five Narrow Requests, younger children
(age 5 to 7) produced significantly more unique structures than
older children (age 8 to 10), χ2(1,N = 28) = 8.08, p = .004, see
Fig. 1.

The number of structured patterns participants collectively
produced also varied across requests. Children used the great-
est number of variations (N = 16) for the alarm scenario and
the fewest for the location scenario (N = 6). Thus, our results
suggest that: (1) children’s utterances to enact common VA-
supported requests have systematic structure, (2) some tasks are
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more conducive to using a common pattern than others, and (3)
as children get older, they become more likely to use common
patterns. We further found that common patterns were more
likely than unique patterns to elicit a correct response from the
VA, as described in the results section examining VAs’ responses
(see Section 4.2.3).

4.1.3. Function of conversational speech
Finally, we coded each Conversation utterance for the underly-

ng goal the child appeared to hope to achieve with their speech,
s judged by the researchers. We identified five distinct functions
f children’s speech:

• Building Relationships. A plurality of utterances (40%) re-
flected an interpersonal motive, either seeking to under-
stand personal aspects of the agent or to express the child’s
own feelings and thoughts. Rather than asking the device for
specific information, the core purpose of these utterances
was to elicit or share information about the self, for example,
‘‘What is your favorite animal?’’

• Learning. The second-most frequent type of goal was ob-
taining knowledge. We defined ‘‘knowledge’’ as persistent
information (such as a historical fact), rather than fleeting
information (such as the current temperature). In 34% of
utterances, children attempted to cultivate knowledge about
a variety of topics, asking the device, for example: ‘‘What is
a black hole?’’ and ‘‘What do penguins eat?’’.

• Seeking Information. In contrast to seeking knowledge, 10%
of utterances sought information at the specific moment
of interaction, such as the weather, time, or population
(e.g., ‘‘What time will it get dark tonight?’’)

• Functional. Another 9% of the utterances aimed to achieve
some effect through the device. These statements and ques-
tions specified an action for the agent to perform, such as
playing a song (‘‘play calming music’’), or setting an alarm
(‘‘wake me at eight ’’).

• Testing the Device’s Mind or Knowledge. In 7% of utterances,
it appeared (as judged by the researcher, drawing on all
contextual cues from the audio recording) that the child’s
primary goal was to examine how the device would re-
spond. These questions were often about something the
child already knew, such as, ‘‘Do you know what [a] stamp
is? There’s one right here.’’

4.2. VAs’ responses to children

We also evaluated VAs’ responses to participants’ utterances.
We first examined transcription accuracy, measuring the device’s
ability to recognize children’s speech. Then, holding transcription
accuracy constant by feeding a perfect transcript to the device, we
evaluated the quality of its response to the structure and content
of the child’s utterance.

4.2.1. Transcription accuracy
Scripted speech. We began by examining transcription accuracy
for Scripted Speech, in which utterances were the most controlled
across children and thus well-suited to a systematic accuracy
analysis. As shown in Table 3, transcription accuracy increased
with age. Analysis of Variance (ANOVA) found a significant main
effect of age on transcription accuracy (F5,22 = 8.54, p < .001).
ukey post-hoc comparisons using Bonferroni correction showed
he 5 and 6-year-old groups had significantly lower transcription
ccuracy than the 8, 9, and 10-year-old age groups (p < .01 in all
ases). Post-hoc analysis also showed accuracy for the 7-year-old
ge group to be significantly lower than the 10-year-old group
p < .01). There were no other significant differences between
7

Table 3
Transcription accuracy and word error rates (WER) means (standard deviations
in parentheses) by age for Scripted Speech.
Age Accuracy Word Error Rate (WER)

5 20.0% (0.0%) 0.64 (0.33)
6 28.0% (5.7%) 0.70 (0.33)
7 41.9% (15.6%) 0.55 (0.33)
8 61.4% (16.0%) 0.51 (0.31)
9 61.2% (18.9%) 0.36 (0.28)
10 78.3% (11.5%) 0.33 (0.20)

age groups. We also observed a significant strong positive corre-
lation between age and transcription accuracy (r(28) = 0.80, p <
0001), suggesting that as age increased, so did transcription
ccuracy.
Next, we analyzed WER of transcription errors by age group.

n ANOVA found a significant main effect of age on WER (F5,22 =

.26, p < .001). Tukey post hoc comparisons using Bonferroni
orrection showed 5- and 6-year-old age groups had significantly
igher WER than 9- and 10-year-old age groups (p < .05 in all

cases). Post hoc analysis showed no other significant differences
between age groups. A Pearson correlation between age and WER
showed a significant negative relationship between age and WER
(r(28) = −.72, p < .001), i.e., as age increased, WER decreased.

equests and conversation. While the Scripted Speech provides
n understanding of speech recognition accuracy when children
ecite pre-specified utterances, it may not represent real-world
se where children are free to choose their vocabulary. Therefore,
e also examined transcription accuracy and WER for Requests
nd Conversation. Transcription accuracy for Requests ranged
rom 20%–100% (mean = 59.6%, s.d. = 19.0%) across children.
owever, an ANOVA found no significant main effect of age on
ranscription accuracy (F5,22 = 1.29, n.s.). For the Conversation
ask, transcription accuracy ranged from 33%–100% (mean =

4.1%, s.d. = 15.9%) across children. A Shapiro–Wilk normality
est showed our data was not normal (W = 0.86, p < .01);
herefore, we performed a Kruskal–Wallis Rank Sum test which
howed no significant effect of age on transcription accuracy
χ2

= 5.58, df = 5, n.s.). Similar to transcription accuracy, an
NOVA showed no significant effect of age on WER for either
equests (F5,22 = 1.752, n.s.) or Conversation (F5,22 = 1.32, n.s.).
hus, while younger children had lower transcription accuracy
nd a higher WER for Scripted Speech, there were no significant
ifferences between age groups in tasks where children were
ree to choose their utterances. To further understand accuracy
cross tasks, we performed a repeated-measures ANOVA (RM-
NOVA) to explore the effect of age and task on transcription
ccuracy. A Shapiro–Wilk normality test showed our data was
ot normal (W = 0.913, p < .001); therefore, we applied an
ligned Rank Transform (ART) (Wobbrock, Findlater, Gergle, &
iggins, 2011) to the data. The RM-ANOVA showed significant
ffect of task (F2,44 = 67.2, p < .001) on transcription accuracy,
ut not age (F5,22 = 1.34, n.s.). Post-Hoc analysis using Bonferroni
orrection showed transcription accuracy of the request task to
e significantly lower than that of the scripted and conversation
asks (p < .001 in both cases). No other pairwise differences were
bserved. This suggests that age differences in Scripted Speech
ight be influenced by the vocabulary of the utterances, and that
articipants were able to adapt their utterances when provided
eedback from the agent.

.2.2. Types of VA responses
We next examined the appropriateness of an Amazon Echo

ot’s responses to the self-formulated utterances children pro-
uced during the Requests and Conversation tasks. We saw that
he Echo’s responses clustered into five categories:
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Fig. 2. Appropriateness of VA responses to children’s Broad Requests by child age.
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• Correct Answers. In these instances, the Echo replied with
a statement that was conversationally consistent with the
child’s utterance and provided the requested information or
desired action. For example, ‘‘‘Fight Song,’ by Rachel Platten,
starting now, on Amazon Music ’’, was considered a correct
answer in response to the utterance, ‘‘Can you put on ‘Fight
Song’?’’

• Valid Answers. In these instances, the Echo did not perform
the requested action or return the requested information,
but it informed the user that it could not do so, explaining
why, offering alternatives, or otherwise indicating that it
understood the child’s goal. For example, ‘‘I couldn’t find
that one, but I’m working on adding more local businesses’’,
was considered a valid (but not correct) response to, ‘‘Where
is the nearest [local grocery store chain]?’’ In these cases,
although children were effective in engaging the device in a
valid conversational exchange, they were unable to achieve
their end-goal.

• No Response. In a few instances, the Echo did not respond
verbally and was either silent or beeped, despite detecting
and transcribing the utterance.

• Disengagement. In these instances, the Echo returned an
opaque answer indicating it was unable to engage further,
such as, ‘‘I don’t have an opinion on that ’’, ‘‘Hmm, I’m not
sure’’, or ‘‘I’m sorry I can’t help with that ’’. These responses
were ambiguous, and the VA did not specify why it was
disengaging.

• Wrong Answers. Finally, in other instances, the Echo pro-
vided a substantive reply or took meaningful action, but in a
way that was not conversationally valid or was misaligned
with what the child had said. For example, when one child
asked, ‘‘Alexa, can you do anything about my hair?’’, the Echo
replied, ‘‘Here’s a fact about Hair. The hair is a constitutional
part of the skin, the epidermis, and the pilosebaceous unit.’’
Though detailed and informative, this tangential answer did
not directly address the child’s original question. Similarly,
in another instance, the child commanded, ‘‘Count by fives’’,
and the Echo replied: ‘‘Here’s a station for you based on the
song ‘Count by Fives’ by Pinkfong, on Amazon Music’’, taking
action, but not the requested action.

We use this taxonomy to analyze the appropriateness of the
Echo’s responses to children’s speech for both the Request and
Conversation tasks. To do so, we computed appropriateness by
converting the above taxonomy into a 5-point scale, with fully
correct answers as most appropriate (5) and wrong answers

scored as least appropriate (1).

8

4.2.3. Appropriateness of VA responses to requests
VAs were only partially successful in responding appropriately

to children’s speech during the Requests task. Of the 262 Requests
children produced, only 53% led to a correct or valid response,
while the rest returned a disengaged response, wrong answer, or
no response at all. In addition, we evaluated the appropriateness
of VA responses as a function of child age. We found a significant
positive correlation between age (in years) and average percent
appropriateness across all Requests (r(28) = .44, p = .02). We
also examined this relationship by calculating, for each child, the
fraction of utterances that produced a fully correct response. Here
again, we found a significant positive correlation between age
and the likelihood of eliciting a fully correct response (r(28) =

.47, p = .01).
Separately, we examined appropriateness as a function of the

type of Request. Across the five Narrow Requests, 59% of utter-
ances produced a fully correct response (see Fig. 3), as compared
to 47% of Broad Requests (see Fig. 2), a significant difference
(χ2(1,N = 28) = 3.86, p = .05). In evaluating the appro-
priateness of responses to each type of Narrow Request (see
Fig. 4), we returned to the common structures that we saw across
participants (see Section 4.1.2) to examine how the structure of
an utterance relates to the appropriateness of the VA’s response.
As mentioned above, using a common structural pattern was
significantly more likely to elicit a correct or valid response than
using a unique pattern (χ2(1,N = 28) = 5.55, p = .02), mean-
ng that as children’s utterances begin to conform to common
tructural patterns, VAs become more likely to deliver an appro-
riate response. This suggests that children are more successful
n eliciting a correct response from VAs when they: (1) attempt
arrowly scoped, closed-ended tasks, (2) use a common structure
‘‘common’’ in that it appeared frequently in our sample), and (3)
re older.

.2.4. Appropriateness of VA responses to conversation
We found that children also had mixed success eliciting accu-

ate, meaningful responses from the Echo during Conversation.
f the 516 utterances made across all 28 children, only 261
51%) produced a correct response. The other 49% were either
istranscribed by the speech recognition system (N = 72, 14%)

or led to a valid response, disengaged response, wrong answer, or
no response from the device (N = 183, 35%). As with Requests,
the device responded more appropriately to the Conversation
utterances of older children, and we found a significant positive
correlation between the percentage of correct responses a child
received from the VA and the child’s age in years (r(28) =
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Fig. 3. Appropriateness of VA responses to children’s Narrow Requests by child age.
Fig. 4. Appropriateness of VA responses to children’s speech across the five Narrow Requests.
135, p = .002). We also tested whether there were significant
ifferences in success rates across the types of utterance functions
see Section 4.1.3). A χ2 test of the appropriateness of response by
unction-type did not reveal a significant relationship, suggesting
hat no specific conversational goals were more likely to generate
ppropriate responses from VAs than others.

. Discussion

We saw a number of themes in the ways children constructed
A-directed utterances and in the ways the VA responded to this
nput. Consistent with prior work (Lovato et al., 2019), we found
hat children’s conversational speech was transcribed accurately
ore than 84% of the time. When the research team controlled

he exact words spoken by children, we saw age-dependent dif-
erences, but when children were given the freedom to speak in
heir own words, we saw no differences by age, and 5-year-olds
ere just as successful as their 10-year-old peers in produc-

ng speech a VA could transcribe accurately. Although historical
peech recognition technology has struggled to recognize chil-
ren’s pitch (Gerosa et al., 2007; Kennedy et al., 2017; Li &
ussell, 2002; Liao et al., 2015; Potamianos et al., 1997) and
ronunciation (Li & Russell, 2002), our results indicate that to-
ay’s VAs are built on a technical foundation that is sufficiently
ophisticated to accommodate young children as first-class users
9

of these systems. And as speech recognition continues to improve,
designers can anticipate building on reasonably accurate word
recognition when creating VA-enabled experiences for children.

VAs were less successful in responding appropriately to chil-
dren’s speech than they were in transcribing (or recognizing)
it. VAs responded meaningfully and accurately to children only
about half the time, and they were more likely to do so when
responding to older children and when responding to common,
narrowly scoped commands. By age ten, children’s attempts at
these common requests, like setting an alarm or getting direc-
tions, led to a correct or valid answer more than 90% of the time.
Some tasks were easier for children than others; for example,
nearly 90% of participants across all ages were successful when
asking a VA to play a particular song. These results suggest that
designers targeting young children can expect users to have an
emergent ability to command these systems and to be effec-
tive at performing common tasks. Prior work has shown that
users tend to engage VAs repetitively for a small set of common
tasks (Beneteau, Guan et al., 2020; Bentley et al., 2018; Cowan
et al., 2017; Sciuto, Saini, Forlizzi, & Hong, 2018); thus, our results
suggest that VAs may already respond appropriately to children

in many of the most common usage scenarios.
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5.1. Designing to support children’s use of VAs

Our results also revealed several patterns in children’s utter-
nces that suggest design opportunities for enriching children’s
xperiences with these interfaces. For example, children’s Topic
xploration utterances included broad questions like, ‘‘What if
e didn’t have animals on earth; what would it be like?’’ The
evice struggled with these exploratory questions and was far
ore successful responding to narrowly scoped questions with
precise, known answer. However, asking questions of more
nowledgeable others is an essential way in which children learn
nd grow (Callanan & Oakes, 1992; Lever & Sénéchal, 2011;
ygotsky, 1980). Prior work shows that asking questions (Lever
Sénéchal, 2011) and exploring causal relationships (Callanan &
akes, 1992) with an adult are highly productive mechanisms for
xpanding children’s understanding of the world. Our results sug-
est that designers have an untapped opportunity to enable VAs
o support topic exploration together with child users, as chil-
ren in our study spontaneously chose to ask broad exploratory
uestions of VAs. By designing interactions that encourage this
xploration, respond to and ask open-ended questions of users,
nd gradually refine the direction of the conversation, VAs would
ngage children in a form of dialogue that is known to be both
njoyable and profoundly useful for children as they grow.
In other instances, we saw that children directed statements

o the VA that served to initiate conversation without making
specific demand, such as, ‘‘I like to slide’’, or ‘‘I want to buy
camera’’. As with exploratory questions, we found that the
A did not respond meaningfully to these conversational bids.
ere again, prior work has shown that adults make use of these
ypes of openings to engage children in developmentally use-
ul exchanges (Wanska & Bedrosian, 1986). By designing VAs
o respond in conversationally appropriate ways to children’s
ids, designers could support valuable interaction experiences.
o do so, designers can leverage evidence-based techniques from
arent–child interaction, such as inviting a child to expand on a
hild-initiated topic (Hoff-Ginsberg, 1987), that support develop-
entally useful dialogue. Finally, we saw children’s utterances at

imes leave out key contextual details, making these questions
nd statements ambiguous. This is consistent with findings from
rior work suggesting the device provide discourse scaffolding,
hat is, explanation of what exactly it finds ambiguous (Beneteau
t al., 2019).

.2. Understanding the structure of children’s speech

We saw that VAs were more likely to respond appropriately
o older children than younger children. In the Narrow Requests
ask, this was mediated in part by the fact that older children
tructured their utterances using a small set of common patterns.
rior work has shown that knowledge of social scripts increases
ith age, wherein children become more familiar with sequences
f language and behavior associated with specific everyday activ-
ties, such as getting ready for school or buying groceries (Good-
an, Duchan, & Sonnenmeier, 1994; Short-Meyerson & Abbeduto,
997). Our results are consistent with the idea that common VA
nteractions – such as playing a song or setting an alarm – have
ssociated scripts (learned through experience and interaction
ith similar devices) that are understood by users and devices
like. As children grow older, they become more proficient with a
ider variety of social scripts, enabling them to devote fewer cog-
itive resources to structuring their speech and allowing them to
ave more sophisticated conversations (Furman & Walden, 1990;
elson & Gruendel, 1979). Designers of VA experiences could
apitalize on this phenomenon by leveraging existing scripts and
uiding users toward new ones, thus giving users and VAs more
10
ommon ground during their interactions. For example, designers
ight aim to create experiences for younger children that have
imple, widely used scripts, as even the youngest participants
n our study were successful in asking a VA to play a song, an
ction supported by a simple speech pattern. VAs might also
rovide scaffolding to demonstrate successful structural patterns.
esigners should anticipate that younger users will produce a
ider, more diverse set of structures that may require working

teratively with the VA to identify the intended interaction.

.3. Children’s interactions with personified interfaces

Finally, there is a great deal of interest, both in the research
ommunity and in mainstream discourse, about whether and
ow interacting with personified interfaces affects children. Some
tudies have surfaced the potential advantages of forming paraso-
ial relationships with personified interfaces (Brunick, Putnam,
cGarry, Richards, & Calvert, 2016; Coninx et al., 2016), while
ther work has raised concerns about children’s willingness to
isclose personal and sensitive data to these systems (Kahn,
riedman, Perez-Granados, & Freier, 2006; McReynolds et al.,
017; Williams, Machado, Druga, Breazeal, & Maes, 2018) and
o take direction and respond to peer pressure from digital
gents (Williams et al., 2018). Our results show, first, that a large
ercentage of children’s VA-directed utterances seek to establish
nd expand the child’s relationship with the interface, even in a
hort-term lab context. Further, VAs were largely unsuccessful in
esponding appropriately to these types of interactions, produc-
ng a correct response only half the time. The mainstream VA we
ested currently offers inconsistent responses to questions that
mply it has human-like characteristics: at times, it played into
nvalid assumptions, telling children, for example, that its favorite
ar is Lightning McQueen and that it loves to read, but more often
isengaging without giving a meaningful reply.
Participants’ tendency to ask such questions is consistent with

rior work showing that children readily attribute mental and
ocial attributes to intelligent systems (Druga et al., 2017, 2018;
ahn et al., 2012; Lovato et al., 2019; Woodward et al., 2018)
nd report greater satisfaction when agents in these systems are
ersonified (Purington, Taft, Sannon, Bazarova, & Taylor, 2017;
arosh et al., 2018). Designers should anticipate that children will
eek out parasocial relationships with VAs and design for this
ventuality. Future work to: (1) closely examine the statements
hildren make when seeking to cultivate these relationships, and
2) design, develop, and evaluate responses to these relationship-
uilding statements would be valuable. Given the sensitivity of
his design question, it would be particularly appropriate for
esearchers to design responses to relationship-building utter-
nces through participatory practices that prioritize children’s
erspectives (Fails, Guha, & Druin, 2013).
Prior work also shows that other digital technologies routinely

everage children’s parasocial relationships for profit (Radesky
t al., 2022), for example, using digital characters to pressure
hildren into making purchases or extending usage time. We
dvocate designing to enable relationships between VA personas
nd child users only with the end goal of supporting and ben-
fiting the child. It is imperative that designers make such a
ommitment, given the frequency with which we saw partici-
ants spontaneously engage in relationship-building. Designers
hould also anticipate that interpersonal biases and pressures
such as social reciprocity Fradkin, Grewal, Holtz, & Pearson,
015; Uehara, 1995 or ingroup bias Koval, Laham, Haslam, Bas-
ian, & Whelan, 2012) will translate to this usage context and
ystematically shape children’s interactions with the system.
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5.4. Limitations and future work

Due to our small sample size per age group, we cannot make
trong claims regarding how the age differences affect the varia-
ion of VAs’ accuracy and effectiveness. We identify some initial
rends that suggest age differences, but future work remains to
haracterize these trends across a broader sample of children
ith experience with the latest VA technologies. We also asked
hildren to address a hypothetical (rather than live) VA, and
heir utterances likely would have changed in the context of
esponsive feedback and interactivity. This had the benefit of
ecoupling our data from any one VA implementation, but it
lso has the drawback of producing speculative rather than in

situ data. Separately, future work drawing on the traditions of
Ethnomethodology and Conversation Analysis (EMCA) (Porcheron
et al., 2018) to analyze longer dialogues between children would
provide a valuable complement to the data we present here. We
invite other researchers to use and contribute to our public corpus
to investigate how VAs could respond to children in different
conversational settings. And finally, we note that this data was
collected before the onset of the COVID-19 pandemic, which
disrupted our research pipeline and delayed this project.

6. Conclusion

In this study, we examined child-VA interaction from several
angles. We report on a three-part lab study in which children
between the ages of five and ten years old: (1) formed utterances
to attempt common VA tasks, (2) recited scripted speech, and
(3) engaged in unstructured conversation with one commercially
available VA. By examining children’s utterances in this mix of
contexts, and by evaluating a VA’s responses to these utterances,
we identify themes in how children address VAs and how ap-
propriately VAs respond to this input. We find that the VA we
tested frequently recognizes children’s speech accurately but only
answers with a meaningful, contextually relevant response half of
the time. Several factors predict the likelihood of a child receiving
a meaningful response, and responses are more likely to be cor-
rect when: the child is older, the child is attempting a common
task, and the child organizes their speech into a structure that
is commonly used by others for the same task. When children
were given the freedom to interact with a VA in any way they
chose, their utterances were more likely to be social than task-
oriented, highlighting the importance of understanding children’s
parasocial relationships with these devices. Although children are
already effective in using VAs for common tasks, we demonstrate
untapped design opportunities for VAs to respond to children’s
conversational bids and explore topics of interest with them
collaboratively.

Selection and participation of children

Children ages five to ten were recruited for this study from an
after-school program at a local area K-12 school, with permission
from the program and school. Parents were approached during drop-
off and pick-up time by researchers to describe the study, distribute
informational packets, and answer questions. Parents who consented
to have their children participate returned the packets to the re-
searchers, the after-school program, or the school staff. Permitted
children were pulled out of the normal after-school program ac-
tivities and asked to assent to the research of their own volition
before beginning. The sessions were held at the after-school program
location, in a setting familiar to the children, in a quiet private room
with at least two researchers present. After the session, children
returned to their regularly scheduled program activities.
11
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